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ABSTRACT: First-principles quantum mechanical/molecular
mechanical free energy calculations have been performed to
provide the first detailed computational study on the possible
mechanisms for reaction of proteasome with a representative
peptide inhibitor, Epoxomicin (EPX). The calculated results
reveal that the most favorable reaction pathway consists of five
steps. The first is a proton transfer process, activating Thr1-Oγ

directly by Thr1-Nz to form a zwitterionic intermediate. The
next step is nucleophilic attack on the carbonyl carbon of EPX by the negatively charged Thr1-Oγ atom, followed by a proton
transfer from Thr1-Nz to the carbonyl oxygen of EPX (third step). Then, Thr1-Nz attacks on the carbon of the epoxide group of
EPX, accompanied by the epoxide ring-opening (SN2 nucleophilic substitution) such that a zwitterionic morpholino ring is
formed between residue Thr1 and EPX. Finally, the product of morpholino ring is generated via another proton transfer.
Noteworthy, Thr1-Oγ can be activated directly by Thr1-Nz to form the zwitterionic intermediate (with a free energy barrier of
only 9.9 kcal/mol), and water cannot assist the rate-determining step, which is remarkably different from the previous perception
that a water molecule should mediate the activation process. The fourth reaction step has the highest free energy barrier (23.6
kcal/mol) which is reasonably close to the activation free energy (∼21−22 kcal/mol) derived from experimental kinetic data.
The obtained novel mechanistic insights should be valuable for not only future rational design of more efficient proteasome
inhibitors but also understanding the general reaction mechanism of proteasome with a peptide or protein.

■ INTRODUCTION
Principles of intracellular protein synthesis and protein
degradation remain to be among the most challenging
questions in modern cell biology and biochemistry. The
major component of the non-lysosomal protein degradation
pathway is the proteasome, which is found in eukaryotes as well
as in prokaryotes.1 The proteasome plays a central role in
maintaining cellular homeostasis, controlling the cell cycle,
removing misfolded proteins that can be toxic, and regulating
the immune system.2 Considering its central role in maintaining
cellular homeostasis, it is not surprising to note that the
proteasome has been implicated as an important drug target in
the development of many human diseases. For example, the
Food and Drug Administration (FDA) has approved the use of
the proteasome inhibitor bortezomib in the treatment of
multiple myeloma in 2003.3 The chemical structures identified
in some of the early proteasome inhibitors have led to the
development of new anticancer drugs (CEP-18770, carfilzomib,
and NPI-0052).4 Although it remains less clear why these
proteasome inhibitors are more toxic to tumor cells than to
normal cells, the anticancer activity of proteasome inhibitors
has led to an increased level of interest in novel components
that interfere with proteasome function.5 In fact, proteasome
has emerged as a significant target in the search for novel cancer

therapeutics.4,6−8 Noteworthy, there is a new strategy to use
HIV protease-mediated activation of sterically capped protea-
some inhibitor for selectively killing the HIV-infected cells
recently, which demonstrates that certain proteasome inhibitors
could be useful in the development of new tools for chemical
biology and future therapeutics.9 Notably, majority of currently
known inhibitors of proteasome are peptides. The peptide
inhibitors are expected to form covalent bonds with
proteasome, which is similar to the initial reaction steps of
proteasome with various proteins (see below for the detailed
discussion).
The X-ray crystal structure of the mammalian constitutive

(or regular) 20S proteasome has revealed that it is composed of
28 subunits arranged in a unit as four homoheptameric rings
(α7β7β7α7), and each homoheptameric ring contains seven
different subunits.10 Moreover, there are three proteasome β-
type subunits (β1, β2, and β5) with the catalytic activity (the
active sites of proteasome), and all of them have an N-terminal
threonine residue (Thr1) which can initiate nucleophilic attack
on the peptides (proteins or peptide inhibitors). The three
catalytically active sites are β1, β2, and β5 with caspase-like (C-
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L), trypsin like (T-L), and chymotrypsin-like (CT-L) activities,
respectively. Remarkably, the X-ray structure of proteasome
shows that the binding cavity in catalytic sites is usually formed
between two proteasome subunits.11 For example, the epoxide
group of EPX binds to the active site of subunit β5 through
covalent interaction, and residues from the subunit β6 form a
part of the binding cavity and interact with the other end of
EPX.12 So far, many X-ray crystal structures of proteasome
complexes with the various inhibitors have been reported.12−20

However, these X-ray crystallization studies could not
accurately determine the details of the reaction process, but
only detect the noncovalent binding mode of cyclic peptide
inhibitor,20 or the covalent binding mode of the final product of
epoxyketone inhibitor,12 boronic acid inhibitor,13 peptide
aldehyde inhibitor,14,15 β-lactone inhibitor,16,17 vinyl sulfone
inhibitor,18 and vinyl ketone inhibitor.19 Thus, the under-
standing of the detailed inhibition process (reaction pathway)
remains incomplete.
The development of proteasome inhibitors has been paid

much attention, given its critical role in intracellular processes
such as cell cycle progression, antigen presentation, and
cytokine-stimulated signal transduction.21 Thus far, there have
been many types of proteasome inhibitors reported including
peptide aldehydes,14,22,23 arecoline oxide tripeptides,24,25 retro
hydrazino-azapeptoids,26 proline- and arginine-rich peptides,27

dipeptidyl boronates,28 dipeptidyl boronic acids,29−31 β-
lactones,16,17,32,33 epoxyketones,34−37 vinyl sulfones,38−40 vinyl
ketones,19 α,β-unsaturated N-acylpyrrole peptidyl derivatives,41

cyclic peptides,20 and so on.42−45 These proteasome inhibitors
can be mainly grouped into several classes according to their
chemical properties, such as peptide aldehydes, boronic acid
inhibitors, β-lactones, epoxyketones, vinyl sulfones, vinyl
ketones, and cyclic peptides etc.1,46−49 Different types of
inhibitors may have different binding modes in the active sites
of proteasome. For example, the peptide aldehyde inhibitors
(such as Ac-LLnL-al) form hemiacetal bonds between the
aldehyde group and Thr1-Oγ of the active site (Scheme S1A of
SI [SI]).14,15,46 The inhibition of boronic acid inhibitors (such
as bortezomib) is mediated by the boron atom that binds
covalently to the nucleophilic oxygen Thr1-Oγ (Scheme S1B of
SI).13,46 The carbonyl group of β-lactone inhibitors (such as

NPI-0047) can also react with Thr1-Oγ to form a covalent bond
(Scheme S1C of SI).17,50 For vinyl surfone inhibitors (such as
Z-L3VS)

18,38,39 and vinyl ketone inhibitors (such as syringolin
A),19 both of them are the Michael-attacked on the olefin
carbon18,19 by Thr1-Oγ to form a covalent bond and, thus, they
should share a similar inhibition reaction mechanism (Scheme
S1D,E of SI). Moreover, the crystal structure revealed the
formation of a morpholino ring between Thr1 residue and EPX
which is a kind of epoxyketone inhibitors (Scheme S1F of
SI).12 In addition, another class of cyclic peptides (TMC-95
and its analogues) is the proteasome inhibitors that do not
readily form a covalent bond with the Thr1 residue in the active
site.20 From the above examples (Scheme S1A−F of SI), it can
be concluded that Thr1-Oγ should be activated, and the
activated Thr1-Oγ will form a covalent bond with the peptide
inhibitor. In particular, the carbonyl carbon of peptide aldehyde
inhibitors, β-lactone inhibitors, and epoxyketone inhibitors can
form a covalent bond with the activated Thr1-Oγ in the active
site. Thus, their inhibition mechanisms should be all similar to
the catalytic mechanism of proteasome (Scheme 1). Among all
of these inhibitors, epoxomicin (EPX) is particularly interesting,
as it is a representative peptide inhibitor of proteasome.34,51

Unlike many other proteasome inhibitors, EPX is specific for
proteasome. It can irreversibly inhibit proteasome without
inhibiting other proteases such as calpain, papain, cathepsin B,
chymotrypsin, trypsin and so on. Hence, EPX was chosen as a
representative peptide inhibitor in our study on the
fundamental mechanism for reaction of proteasome with a
peptide inhibitor.
During the past decades, it was unclear how proteasome

reacts with a peptide bond of a protein and how the covalent
inhibition of proteasome occurs. Depicted in Scheme 1 is
proteasome-catalyzed proteolysis mechanisms suggested in
literature.4,17,18,46,52,53 According to the suggested mechanisms,
for the initial step of the reaction, a water molecule should be
present to mediate the proton transfer between Thr1-Oγ and
Thr1-Nz, resulting in the formation of a tetrahedral
intermediate.4,17,18,46,52,53 However, it has been unclear whether
the nucleophile Thr1-Oγ is activated by its N-terminal amino
group (Thr1-NzH2), directly or via a water molecule nearby.
The other reaction steps also involve proton transfer which may

Scheme 1. Previously Proposed Mechanisms Leading to Substrate Peptide Bond Hydrolysis by the N-Terminal Thr1 Residue of
Proteasomea

aThe Pn or Pn′ represents an amino acid residue, and the number n (n = 1) refers to the nth residue to the cleavage site: P1 providing the carbonyl
and P1′ the amino component.
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or may not be assisted by an additional water molecule. Hence,
there are several possible reaction pathways (depicted in
Scheme 1), depending on whether each proton-transfer process
is also assisted by an additional water molecule or not.
Specifically, the water-assisted proton-transfer processes
1A4,17,52,53 and 2A52,53 depicted in Scheme 1 were well-
recognized for the acylation and deacylation stages, respec-
tively, whereas the direct proton-transfer process 1B or 2B
depicted in Scheme 1 was also considered possible for the
acylation46 or deacylation4,17 stage. For comparison, depicted in
Scheme 2 is the suggested inhibition reaction mechanism of
proteasome with EPX.12 According to the suggested inhibition
reaction mechanism, a water molecule is also expected to
mediate the proton transfer between Thr1-Oγ and Thr1-Nz,
and there might be alternative pathways for the subsequent
reaction steps concerning the formation of the morpholino
ring, as shown in Scheme 2. In fact, there is no enough evidence
in both experiment and theory to show what the actual catalytic
or inhibition mechanism should be. How proteasome actually
reacts with peptides (peptide inhibitors or proteins) remains a
challenging question.
In particular, how Thr1-Oγ is activated and then reacts with

peptides (proteins or peptide inhibitors) has been mysterious
in the past decades. The mechanistic similarity between the
proteins and peptide inhibitors in their reactions with
proteasome makes more interesting the detailed studies on
the fundamental reaction pathway for proteasome with a
peptide inhibitor like EPX, as understanding the detailed
reaction pathway for proteasome with a peptide inhibitor like
EPX should also shed light on the fundamental mechanism for
proteasome with other peptides (peptide inhibitors or
proteins). The mechanistic insights should also be valuable
for future rational design of novel, more potent proteasome
inhibitors.
Concerning the interaction of proteasome with EPX, our

previous molecular dynamics (MD) simulations54 have
predicted the favorable binding mode of EPX with proteasome
in the β5 catalytic site, but we did not study the subsequent
structural transformation or reaction after the initial protea-
some−EPX binding. In the present computational study, we
have further explored the possible reaction pathways for
subsequent chemical reaction of EPX with proteasome in the
β5 catalytic site by performing further MD simulations and

first-principles quantum mechanical/molecular mechanical
(QM/MM)-free energy (QM/MM-FE) calculations. In these
QM/MM-FE calculations, first-principles QM/MM reaction-
coordinate calculations were followed by free energy
perturbation (FEP) calculations to account for the dynamic
effects of the protein environment on the free energy profile for
the inhibition reaction process. Our QM/MM calculations are
based on the pseudobond first-principles QM/MM ap-
proach.55−57 The computational results clearly reveal the
most favorable reaction pathway and the corresponding free
energy profile. Based on the calculated free energy profile for
the reaction process, the rate-determining step is identified, and
the roles of essential residues are discussed on the basis of the
QM/MM-optimized geometries.

■ COMPUTATIONAL METHODS
Preparation of Initial Structure of the Reaction System. The

initial structure of the enzyme reaction system in the reactant state
(ER) was obtained from the X-ray crystal structure of proteasome−
EPX complex (PDB ID: 1G65)12 and our previously performed MD
simulation on EPX binding with proteasome in the β5 catalytic site.54

The atomic charges of the EPX atoms used in the MD simulation and
subsequent QM/MM calculations were the restrained electrostatic
potential (RESP) charges. These RESP charges were determined by
performing ab initio electrostatic potential calculations at the HF/6-
31G* level using Gaussian03 program,58 followed by fitting with the
standard RESP procedure implemented in the Antechamber module
of the AMBER11 program.59 As noted above, structurally, proteasome
is composed of 28 subunits (α7β7β7α7) and contains six active sites
(three types), i.e. two β1 sites, two β2 sites, and two β5 sites, that are
functionally independent. Each active site exists in the interface of two
neighboring subunits. All of these active sites are very similar, including
the reactive residue Thr1, and share the same reaction mechanism.
Based on the X-ray crystal structure of proteasome−EPX complex, the
β5 active site exists in the interface of the subunits β5 and β6. Thus,
the initial structure of the proteasome−EPX complex was constructed
by retaining only two subunits (β5 and β6) and EPX.12,54 The other
subunits are far away from the β5 active site and, therefore, are not
expected to significantly affect the reaction in the β5 active site. The
protein−EPX binding complex was neutralized by adding four chloride
ions and was solvated in an orthorhombic box of TIP3P water
molecules60 with a minimum solute-wall distance of 10 Å. The
solvated system was refined by performing a ∼48 ns MD simulation,
and more details of MD simulations can be found in our previous
work.54 A residue-based cutoff of 12 Å was utilized for the noncovalent
interactions. The final snapshot being close to the average structure of

Scheme 2. Previously Proposed Mechanism for the Reaction of Proteasome with EPX. Nucleophilic Attack by Thr1-Oγ on EPX
Results in Hemiacetal Formation, Followed by Subsequent Cyclization of Thr1-Nz onto the Epoxide, Resulting in Formation of
the Morpholino Adducta

aCandidate residues for H−B and B− are the Thr1 amino terminus, a bound water molecule, and invariant Ser130.
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the MD simulation was used as the initial structure for the QM/MM
reaction-coordinate calculations. As we are mainly interested in the
reaction center, the water molecules beyond 50 Å of the C* atom
(Scheme 3) in EPX were removed and, thus, the QM/MM system for
enzyme−EPX complex has 7130 water molecules and a total of 27,875
atoms. The QM/MM interface was treated by using a pseudobond
approach.55−57 The used boundary of the QM/MM system for the
whole reaction is indicated in the figures to be discussed below. Prior
to the QM/MM geometry optimization, the initial structure of the
reaction system was energy-minimized with the MM method by using
the AMBER11 program,59 and the convergence criterion for energy
gradient of 0.1 kcal·mol−1·Å−1 was achieved.
Minimum-Energy Path of the Reaction. With a reaction-

coordinate driving method and an iterative energy minimization
procedure,55 the enzyme reaction path was determined by the
pseudobond QM/MM calculations at the B3LYP/6-31G*:AMBER
level, in which the QM calculations were performed at the B3LYP/6-
31G* level of theory by using a modified version61 of Gaussian03
program58 and the MM calculations were performed by using a
modified version61 of the AMBER8 program.62 Normal mode analyses
were performed to characterize the reactant, intermediates, transition

sates, and the final product of the reaction process. In addition, single-
point energy calculations were carried out at the QM/MM(B3LYP/6-
31++G**:AMBER) level on the QM/MM-optimized geometries.
Additional single-point QM/MM energy calculations using other QM
methods, including the MP2,63,64 B3P86,65 B3PW91,66 and recently
developed M05-2X,67,68 were also carried out with the same 6-31+
+G** basis set for comparison. Throughout the QM/MM
calculations, the boundary carbon atoms were treated with improved
pseudobond parameters.56 No cutoff for nonbonded interactions was
used in the QM/MM calculations; the aforementioned residue-based
cutoff of 12 Å was used only in the MD simulation prior to the QM/
MM calculations. For the QM subsystem, the convergence criterion
for geometry optimizations followed the original Gaussian03 defaults.
For the MM subsystem, the geometry optimization convergence
criterion was when the root-mean-square deviation (rmsd) of energy
gradient is ≤0.1 kcal·mol−1·Å−1. The atoms within 20 Å of C* atom of
EPX (Scheme 3) were allowed to move while all the other atoms
outside this range were frozen in all QM/MM calculations. During the
QM/MM geometry optimization, the QM and MM subsystems were
energy-minimized iteratively. For each step of the iteration, the MM
subsystem was energy-minimized when the QM subsystem was kept

Scheme 3. Possible Pathway for the Reaction of Proteasome with EPX
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frozen, whereas the QM subsystem was energy-minimized when the
MM subsystem was kept frozen.
Free Energy Perturbation. Free energy perturbation (FEP) can

be performed to evaluate free energy change caused by a small
structural change.69−71 The FEP method, in combination with the MD
or Monte Carlo (MC) simulation, has been used to study organic
reactions,71−73 protein−ligand interaction,71,74−79 and protein stabil-
ity.80,81 After the minimum-energy path was determined by the QM/
MM calculations, the free energy changes associated with the QM/
MM interactions were determined by using the free energy
perturbation (FEP) method.55 In the FEP calculations, sampling of
the MM subsystem was carried out with the QM subsystem frozen at
each state along the reaction path. The point charges on the frozen
QM atoms used in the FEP calculations were determined by fitting the
electrostatic potential (ESP) in the QM part of the QM/MM single-
point calculations. The total free energy difference between the
transition state and the reactant was calculated with a procedure the
same as that used in our previous work on other reaction
systems.61,82−89 The FEP calculations enabled us to more reasonably
determine the relative free energy changes due to the QM/MM
interactions. Technically, the final (relative) free energy determined by
the QM/MM-FE calculations was the QM part of the QM/MM
energy (excluding the Coulombic interaction energy between the
point charges of the MM atoms and the ESP charges of the QM
atoms) plus the relative free energy change determined by the FEP
calculations. In the FEP calculations, the used time step was 2 fs, and
bond lengths involving hydrogen atoms were constrained. In sampling
of the MM subsystem by MD simulations, the temperature was
maintained at 298.15 K. Each FEP calculation consisted of 50 ps of
equilibration and 300 ps of sampling.
Most of the MD simulations were performed on a supercomputer

(i.e., the Dell X-series Cluster with 384 nodes or 4768 processors) at
University of Kentucky’s Computer Center. Some other modeling and
computations were carried out on SGI Fuel workstations in our own
laboratory at University of Kentucky.

■ RESULTS AND DISCUSSION

We have examined various possible reaction pathways by
carrying out extensive QM/MM-FE calculations following the
MD simulations. The MD simulations provide initial structures
of the reaction system for the QM/MM reaction-coordinate
calculations. In this section, below we first discuss the
mechanistic insights obtained from the MD simulations and
then the QM/MM results. Within the results obtained from
QM/MM reaction-coordinate calculations, we first discuss the
identified fundamental reaction pathway without accounting for
the possibility of water-assisted proton transfer for any reaction
step. Then, we discuss possible alternative reaction pathways in
comparison with the fundamental reaction pathway. Finally, we
discuss the free energy profiles for the identified reaction
pathways, and identify the most favorable reaction pathway and
the rate-determining step.
Mechanistic Insights from MD Simulations. On the

basis of the previously proposed reaction mecha-
nism,4,12,17,18,46,52,53 a water molecule should exist in the
reaction between the Thr1-Oγ atom and the Thr1-NzH2 group
to meditate the proton transfer process (see Schemes 1 and 2).
To verify whether a water molecule could exist between them, a
∼48 ns MD simulation was performed on the ER structure. On
the basis of the MD simulation results, only one water molecule
could be close to both the Thr1-Nz and Thr1-Oγ atoms. As
seen in Figure 1, we tracked the changes (time courses) of two
key internuclear distances, i.e. Nz(Thr1)−Ow(WAT) distance
(between the Thr1-Nz atom and the oxygen atom of the water
molecule) and Oγ(Thr1)−Ow(WAT) distance (between the
Thr1-Oγ atom and the oxygen atom of the water molecule). In

addition, as the new covalent bonds C1−Oγ and C2−Nz will be
formed during the inhibition reaction, we also tracked the
changes of the Oγ(Thr1)−C1(EPX) distance (between the
Thr1-Oγ atom and the C1 atom of EPX) and the Nz(Thr1)−
C2(EPX) distance (between the Thr1-Nz atom and the C2 atom
of EPX) in Figure 1.
As depicted in Figure 1, the average Nz(Thr1)−Ow(WAT),

Oγ(Thr1)−Ow(WAT), Oγ(Thr1)−C1(EPX), and Nz(Thr1)−
C2(EPX) distances are ∼4.58, ∼4.68, ∼3.10, and ∼4.27 Å,
respectively. Overall, the average Oγ(Thr1)−C1(EPX) and
Nz(Thr1)−C2(EPX) distances are significantly shorter than the
corresponding average Nz(Thr1)−Ow(WAT) and Oγ(Thr1)−
Ow(WAT) distances, which suggests that the water molecule
was not in a favorable position to assist the proton transfer.
Checking the distances in all of 48,000 snapshots depicted in
Figure 1, only 2603 snapshots (∼5.4%) were suitable for the
water-assisted proton transfer when the Nz(Thr1)−Ow(WAT)
and Oγ(Thr1)−Ow(WAT) distances were significantly shorter
than the corresponding Oγ(Thr1)−C1(EPX) and Nz(Thr1)−
C2(EPX) distances. In the remaining 45,397 snapshots
(∼94.6%), the Nz(Thr1)−Ow(WAT) and Oγ(Thr1)−
Ow(WAT) distances were too long for the water-assisted
proton transfer. So, ∼94.6% snapshots favor the pathway of
activating Thr1-Oγ directly by Thr1-Nz to form a zwitterionic
intermediate. This pathway is associated with a direct proton
transfer from Thr1-Oγ to Thr1-Nz. On the basis of the insights
obtained from the MD simulation, we examined both the direct
proton-transfer and water-assisted proton-transfer pathways
that might be competing. For convenience of the discussion
below (including all schemes and figures), we use superscript
“a” to represent the stationary states associated with the direct
proton-transfer reaction pathway, and superscript “b”, the
stationary states corresponding to the water-assisted proton-
transfer reaction pathway.

Fundamental Reaction Pathway Associated with the
Direct Proton Transfer. In light of the results obtained from
the MD simulation, we may first reasonably assume in the
present study that Thr1-Oγ might be activated directly by its N-
terminal amino group (Thr1-NzH2). Further, combining the
computational insights with available structural information of
the inhibition,12 we have proposed a new hypothesis of the
possible reaction pathway of the inhibition reaction of EPX
with proteasome, as depicted in Scheme 3. The possible
reaction pathway depicted in Scheme 3 has been confirmed by
our QM/MM reaction-coordinate calculations discussed below.

Figure 1. Key internuclear distances vs the simulation time in the MD-
simulated ER structure.
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During the QM/MM calculations, as shown in Figure 2A, the
atoms colored in blue were treated by QM method, the
boundary atoms colored red in Figure 2A were treated with the
improved pseudobond parameters,56 and the other atoms of the
reaction system were considered as the MM subsystem.
As shown in Scheme 3, the inhibition process of proteasome

by EPX consists of five steps. Our QM/MM reaction-
coordinate calculations were performed in order to demon-
strate the reaction mechanism for the inhibition of proteasome
by EPX. Below we describe the details of the uncovered
reaction pathway and the obtained free energy profile.
Starting from our QM/MM-optimized ERa structure of the

enzyme−EPX reaction system, we performed QM/MM
reaction-coordinate calculations at the B3LYP/6-
31G*:AMBER level. The results obtained from the QM/MM
calculations revealed that the inhibition of proteasome by EPX
indeed consists of five reaction steps as depicted in Scheme 3.
The first reaction step is a direct proton (Hγ) transfer from the

Thr1-Oγ atom to the Thr1-Nz atom, forming a zwitterionic
intermediate INT1a via transition state TS1a. The second
reaction step is the nucleophilic attack on the EPX-C1 atom by
the activated Thr1-Oγ via transition state TS2a. The third
reaction step is the proton (Hγ) transfer from Thr1-Nz to EPX-
O1 via transition state TS3a. The fourth reaction step is a
concerted process, i.e. nucleophilic attack of Thr1-Nz on EPX-
C2, accompanied with the breaking of the C2−O2 bond,
resulting in the formation of another zwitterionic intermediate
INT4a via transition state TS4a. The fifth reaction step is a
proton (Hz) transfer from Thr1-Nz to EPX-O2, which proceeds
from intermediate INT4a to product EPa via transition state
TS5a. Figures 2 and 3 depict the QM/MM-optimized
geometries of the reactant, intermediates, transition states,
and product of the reaction process.

Step 1: Proton Hγ Transfers Directly from Thr1-Oγ to Thr1-
Nz. As shown in Figure 2B for the QM/MM-optimized ERa

structure, both the hydrogen bond distance between the Thr1-

Figure 2. (A) Division of the QM/MM system. Atoms in blue color were treated as QM part. The boundary carbon atoms colored in red were
treated with the improved pseudobond parameters. All of the other atoms were considered as the MM subsystem. (B−F) Optimized geometries for
the key states during the reaction process for the inhibition of proteasome (β5 active site) by EPX. The geometries were optimized at the QM/
MM(B3LYP/6-31G*:AMBER) level. The key distances in the figures are in Å. Carbon, oxygen, nitrogen, and hydrogen atoms are colored in green,
red, blue, and white, respectively. The backbone of the protein is rendered as ribbon and colored orange. The QM atoms are represented as balls and
sticks and the surrounding residues are rendered as sticks or lines. Figures to be discussed below are represented using the same method.
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Oγ atom and the closest hydrogen atom of the Lys33-NH3
+

group and the hydrogen-bond distance between the Thr1-Hz

and Ser130-O atoms are shorter than 1.90 Å. The hydrogen-
bond distance between the Lys33-NH3

+ hydrogen and Asp17-
CO2

− oxygen atoms is 1.70 Å, while the hydrogen-bond
distance between the Ser130-H (hydroxyl hydrogen) and the
Asp167-CO2

− oxygen is 1.59 Å, showing a hydrogen-bond
network in the reaction center. Moreover, a water molecule
nearby EPX is hydrogen-bonded with the EPX-O2 atom with a
distance of 1.92 Å between the hydrogen and oxygen atoms.
As shown in Scheme 3, the reaction step 1 involves the

breaking of the Hγ−Oγ bond and the formation of the Hγ−Nz

bond. So, the changes in the Hγ−Oγ distance (RHγ‑Oγ) and H
γ−

Nz distance (RHγ‑Nz) can reflect the nature of reaction step 1.
Therefore, RHγ‑Oγ−RHγ‑Nz was set as the reaction coordinate for
reaction step 1. As shown in the QM/MM-optimized
geometries (Figure 2B−D), the RHγ‑Oγ elongates from 1.00 Å
in ERa (Figure 2B) to 1.38 Å in TS1a (Figure 2C), while the
RHγ‑Nz shortens from 1.91 Å in ERa (Figure 2B) to 1.21 Å in

TS1a (Figure 2C) and then to 1.04 Å in INT1a (Figure 2D).
Remarkably, the intermediate INT1a is a very active zwitterion,
and it can react with the carbonyl group of EPX readily.
Noteworthy, during this reaction step, the hydrogen bond
between the Thr1-Oγ atom and Lys33-NH3

+ group is
strengthened, which helps to stabilize the zwitterionic
intermediate INT1a.

Step 2: Nucleophilic Attack on EPX-C1 by Thr1-Oγ. In this
step, the negatively charged Thr1-Oγ atom initiates nucleophilic
attack on EPX-C1 atom and the Oγ−C1 bond is formed. This
reaction step involves the formation of the Oγ−C1 bond. The
nature of such process can be represented by the change of the
Oγ−C1 distance (ROγ‑C1). Thus the reaction coordinate for this
step was chosen as −ROγ‑C1. The distance ROγ‑C1 is shortened
from 2.85 Å in INT1a (Figure 2D) to 2.13 Å in TS2a (Figure
2E) and then to 1.50 Å in a charged tetrahedral intermediate
INT2a (Figure 2F).

Step 3: Proton Transfer from Thr1-Nz to EPX-O1. In this
step, the proton (Hγ) transfers from Thr1-Nz to EPX-O1. This

Figure 3. Optimized geometries for the key states for the reaction process of the EPX inhibition. The geometries were optimized at QM/
MM(B3LYP/6-31G*:AMBER) level. The color scheme is the same as that of Figure 2.
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reaction step involves the breaking of the Nz−Hγ bond and the
formation of the O1−Hγ bond. The nature of the process can
be represented by the changes of the Nz−Hγ distance (RNz‑Hγ)
and O1−Hγ distance (RO1−Hγ). Thus, the reaction coordinate
for this step was chosen as RNz‑Hγ−RO1−Hγ. During this reaction
step, the distance RO1−Hγ is shortened from 1.61 Å in INT2a

(Figure 2F) to 1.46 Å in TS3a (Figure 3A) and then to 1.01 Å
in an uncharged tetrahedral intermediate INT3a (Figure 3B).
Meanwhile, RNz‑Hγ changes from 1.08 Å in INT2a to 1.13 Å in
TS3a and then to 1.77 Å in INT3a.
Step 4: Nucleophilic Attack on EPX-C2 by Thr1-Nz and

Breaking of the C2−O2 Bond. Along with the nucleophilic
attack on the EPX-C2 atom by the Thr1-Nz atom, the C2−O2

bond is broken at the same time to generate an intermediate
with a zwitterionic morpholino ring between Thr1 residue and
EPX. This process is a SN2 nucleophilic substitution. The six-
membered ring shows that the bonds between Thr1 residue
and EPX might be too strong to break, but the zwitterion will
make the intermediate INT4a very active, which facilitates the
next reaction step. Such concerted process involves the
breaking of the C2−O2 bond and the formation of the Nz−
C2 bond (Scheme 3). Thus, the distances RC2−O2 and RNz‑C2
were chosen to represent the reaction coordinate as RC2−O2−
RNz‑C2 for the current reaction step. In TS4a (Figure 3C), the
distances RC2−O2 and RNz‑C2 are 2.04 and 2.33 Å, respectively.
Meanwhile, the hydrogen-bond distance between the water
hydrogen and the O2 atom is 1.66 Å, and the hydrogen-bond
distance between the Ser130-O and Thr1-Hz atoms is
shortened to 1.90 Å, which should help to stabilize the
transition state TS4a.
Step 5: Proton Transfer from the Nz Atom to the O2 Atom.

As seen from Scheme 3, starting from intermediate INT4a, the
negatively charged O2 atom abstracts a proton (Hz) from the
positively charged Nz atom. The zwitterionic intermediate
INT4a is expected to be rather unstable and active, but the
negatively charged O2 atom in INT4a is stabilized by two
hydrogen bonds: one is associated with a distance of 2.06 Å
between the EPX-H1 and O2 atoms, and the other is associated
with a distance of 1.48 Å between the water Hw and O2 atoms
(see Figure 3D). Moreover, the hydrogen-bond distance
between the Thr1-Hz and Ser130-O atoms increases to 2.17
Å in INT4a. This weakened hydrogen bonding interaction
should be helpful for the proton (Hz) transfer process starting
from INT4a.
Accompanied by the breaking of the Nz−Hz bond in the

Thr1 side chain, the Hz−O2 bond is formed. The changes in
distances RNz‑Hz and RHz‑O2 reflect the nature of the current
reaction step. Thus, the reaction coordinate for the current
reaction step was expressed as RNz‑Hz−RHz‑O2. While the
distance RNz‑Hz is 1.04 Å in both INT4a and TS5a (Figure
3E), and then changes to 2.27 Å in EPa (Figure 3F), the
distance RHz‑O2 shortens from 3.00 Å in INT4a to 2.20 Å in
TS5a, and then to 0.99 Å in EPa. As depicted in Figure 3, while
the Thr1-Hz atom approaches the O2 atom during the
structural transformation from INT4a to TS5a, one hydrogen
bond (with a water molecule) weakens and two hydrogen
bonds (between the Thr1-Hz and Ser130-O and between the
EPX-H1 and O2 atoms) are broken. One of the two broken
hydrogen bonds is between the QM region (Thr1-Hz) and MM
region (Ser130-O) and, thus, the calculated energy of this
transition state is relatively less reliable. In addition, the C−C
bond on the epoxide group of EPX rotates while the proton
(Hz) transfers from the Nz atom to the O2 atom.

Other Possible Transition States Associated with the
Direct Proton Transfer. As shown in ERa (Figure 2B), the
cationic head of Lys33 side chain (Lys33-NH3

+) is very close to
Thr1-Oγ. We tried to examine the possibilities of Lys33-NH3

+

participating in the reaction along with the carboxylate group of
Asp17 side chain (Asp17-CO2

−) to activate Thr1-Oγ. To
examine these possibilities, both Asp17 and Lys33 are included
in the QM part for additional QM/MM reaction-coordinate
calculations. Based on the ERa structure, Lys33-NH3

+ and
Asp17-CO2

− could participate in the reaction in two possible
ways (Scheme 4). One is a concerted double proton transfer

from Lys33-N1 to Asp17-O3 (H2) and from Thr1-Oγ to Lys33-
N1 (Hγ) for the structural transformation from ERa to the
speculated INTX1a via the speculated transition state TSX1a.
The reaction coordinate used in the QM/MM reaction-
coordinate calculations for this possible pathway was RHγ‑Oγ−
RHγ‑N1+RH2−N1−RH2−O3. It turned out that the energy of the
reaction system always became higher and higher when the
RHγ‑Oγ−RHγ‑N1+RH2−N1−RH2−O3 value became larger and larger;
there was no intermediate (INTX1a) or transition state
(TSX1a) along this reaction coordinate. The full geometry
optimization starting from any point along this speculated
reaction coordinate always went to ERa. In other words, on the
potential energy surface, there was no local minimum
associated with INTX1a and there was no first-order saddle
point associated with TSX1a. The other possible pathway is the
stepwise proton transfer, i.e. the proton (H2) transfer from
Lys33-N1 to Asp17-O3 for the structural transformation from
ERa to INTX2a via transition state TSX2a, followed by the
proton (Hγ) transfer from Thr1-Oγ to Lys33-N1 for the
structural transformation from INTX2a to INTX1a via
transition state TSX3a. The reaction coordinate used in the
QM/MM reaction-coordinate calculations for the first step of
the possible stepwise proton transfer was RH2−N1−RH2−O3. The
reaction-coordinate calculations revealed that the energy of the
reaction system always became higher and higher when the
RH2−N1−RH2−O3 value became larger and larger. Clearly, there
was no intermediate (INTX2a) or transition state (TSX2a)
along this reaction coordinate. These additional QM/MM

Scheme 4. Two Possible Reaction Pathways for the
Structural Transformation from ERa to INTX1a Examined in
This Study
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reaction-coordinate calculations suggest that Asp17-CO2
− and

Lys33-NH3
+ do not participate in the reaction process.

We also considered whether ERa can directly change to
INT2a via a concerted process. The concerted process from ERa

to INT2a involves the breaking of the Hγ−Oγ bond and the
formation of the Hγ−Nz and C1−Oγ bonds. Hence, RHγ‑Oγ−
RHγ‑Nz−RC1−Oγ was used as the reaction coordinate in the QM/
MM reaction-coordinate calculations for this possible pathway.
However, the reaction-coordinate calculations actually led to
the same transition state (TS1a) and intermediate (INT1a)
depicted in Figure 2, suggesting that the proposed concerted
process from ERa to INT2a does not exist.
The other possible reaction pathways that we also accounted

for are associated with the direct transformation from ERa to
INT3a via transition state TSX4a or TS6a depicted in Scheme 5.

The transition state TSX4a involves the breaking of the Hγ−Oγ

and Hz−Nz bonds and the formation of the Hγ−Nz, Hz−O1,
and C1−Oγ bonds. Hence, RHγ‑Oγ−RHγ‑Nz+RHz‑Nz−RHz‑O1−
RC1−Oγ was used as the reaction coordinate for the QM/MM
reaction-coordinate calculations on the pathway associated with
TSX4a. However, the reaction-coordinate calculations still led
to the same transition state (TS1a) and intermediate (INT1a)
depicted in Figure 2, suggesting that the proposed reaction
process from ERa to INT3a does not exist. On the other hand,
the QM/MM reaction-coordinate calculations using RHγ‑Oγ−
RHγ‑O1−RC1−Oγ as the reaction coordinate indeed led to the
transition state TS6a connected to INT3a. In the optimized
TS6a geometry, the Hγ−Oγ, Hγ−O1, and C1−Oγ distances are
1.63, 1.06, and 2.28 Å, respectively (Figure 4).
Similarly, for the structural transformation from INT3a to

EPa, we also accounted for another possible concerted reaction
pathway in which the transition state involves the breaking of
the C2−O2 and Nz−Hz bonds and the formation of the Nz−C2

and Hz−O2 bonds. Hence, RC2−O2−RNz‑C2+RNz‑Hz−RHz‑O2 was
used as the reaction coordinate for the QM/MM reaction-
coordinate calculations for this possible concerted reaction
pathway. However, the reaction-coordinate calculations actually
led to the transition state (TS4a) and intermediate (INT4a)
depicted in Figure 3. So, the QM/MM reaction-coordinate
calculations do not support the hypothesis of the concerted
reaction pathway.
Fundamental Reaction Pathway Associated with the

Water-Assisted Proton Transfer. As shown in Scheme 1, an
additional water molecule may mediate the proton transfer

processes of the reaction between the peptide and proteasome
and, therefore, we also accounted for the possibility of the
water-assisted proton-transfer pathway for each of the relevant
reaction steps corresponding to the first, third, and fifth steps of
the fundamental reaction pathway (associated with the direct
proton transfer) depicted in Scheme 3. Depicted in Schemes 6
to 8 are the possible water-assisted proton-transfer pathways for
these steps.
The possible water-mediated proton transfer depicted in

Scheme 6 involves the breaking of the Oγ−Hγ and Ow−Hw

bonds and the formation of the Ow−Hγ and Nz−Hw bonds.
Thus, the distances ROγ‑Hγ, ROw‑Hw, ROw‑Hγ, and RNz‑Hw were
chosen to represent the reaction coordinate as ROγ‑Hγ+ROw‑Hw−
ROw‑Hγ−RNz‑Hw for the QM/MM reaction-coordinate calcu-
lations. The QM/MM reaction-coordinate calculations con-
firmed this water-assisted proton-transfer pathway. According
to the reaction-coordinate calculations, the distances ROw‑Hγ
and RNz‑Hw are shortened respectively from 1.96 and 1.80 Å in
ERb (Figure 5A) to 1.11 and 1.06 Å in TS1b (Figure 5B).
Meanwhile, the corresponding distances ROγ‑Hγ and ROw‑Hw are
elongated from 0.98 and 1.01 Å in ERb to 1.34 and 1.82 Å in
TS1b.
Similarly, a water molecule may also mediate the proton

transfer during the transformation from INT2b to INT3b via
transition state TS3b, as depicted in Scheme 7. This possible
water-mediated proton-transfer pathway involves the breaking
of the Nz−Hγ and Ow−Hw bonds and the formation of the Ow−
Hγ and O1−Hw bonds. Thus, the distances RNz‑Hγ, ROw‑Hw,
ROw‑Hγ, and RO1‑Hw were chosen to represent the reaction
coordinate as RNz‑Hγ+ROw‑Hw−ROw‑Hγ−RO1‑Hw in the QM/MM
reaction-coordinate calculations. According to the reaction-
coordinate calculations, the distances ROw‑Hγ and RO1‑Hw are
shortened respectively from 1.65 and 1.52 Å in INT2b (Figure
6A) to 1.37 and 1.26 Å in TS3b (Figure 6B), and then to 1.01
and 0.99 Å in INT3b (Figure 6C), while the corresponding
distances RNz‑Hγ and ROw‑Hw are elongated from 1.06 and 1.01 Å
in INT2b to 1.16 and 1.13 Å in TS3b and then to 1.70 and 1.59
Å in INT3b.
In addition, we also examined the possibility that a water

molecule mediates the proton transfer during the last step of
the reaction (corresponding to that depicted in Scheme 3), i.e.
the possible structural transformation from INT4b to EPb via
transition state TS5b depicted in Scheme 8. This possible
proton-transfer pathway would involve the breaking of the Nz−
Hz and Ow−Hw bonds and the formation of the Ow−Hz and
O2−Hw bonds. A necessary condition for this possible

Scheme 5. Two Possible Transition States for the Structural
Transformation from ERa to INT3a Examined in This Study

Figure 4. Optimized geometry of transition state TS6a. The geometry
was optimized at QM/MM(B3LYP/6-31G*:AMBER) level. The color
scheme is the same as that of Figure 2.
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structural transformation to occur is the existence of an
intermediate, denoted by INT4b in Scheme 8, in which a water
molecule is close to both the Hz and O2 atoms (see Scheme 8)
within the hydrogen-bond distances. However, we were unable
to obtain such an INT4b structure after many trials (using
various possible initial geometries in the QM/MM geometry
optimization of the possible INT4b structure) and, thus, we
finally concluded that one cannot have a water molecule being
close to both the Hz and O2 atoms suitable for the water-
assisted proton-transfer reaction depicted in Scheme 8.
It should be noted that, so far, we have discussed the possible

alternative (water-assisted proton transfer) pathways for the
first, third, and fifth steps of the reaction. This is because the
second and fourth reaction steps do not involve a proton
transfer and there is no water-assisted proton transfer for these
two steps.

Other Possible Transition States Associated with the
Water-Assisted Proton Transfer. As discussed above, we
found a proton-transfer transition state (TS6a depicted in
Scheme 5) for the direct transformation from ERa to INT3a.
Further accounting for the possible water-assisted proton
transfer, the QM/MM reaction-coordinate calculations led to
the identification of the corresponding transition state (TS6b

depicted in Figure 7) for the water-assisted proton-transfer
pathway during the direct transformation from ERb to INT3b.
The transition state TS6b involves the breaking of the Hγ−Oγ

and Hw−Ow bonds and the formation of the Hγ−Ow, Hw−O1,
and Oγ−C1 bonds. Hence, RHγ‑Oγ−RHγ‑Ow+RHw‑Ow−RHw‑O1−
RC1−Oγ was used as the reaction coordinate for the QM/MM
reaction-coordinate calculations on the transformation from
ERb to INT3b. As shown in Figure 7, the Hγ−Oγ, Hγ−Ow, Hw−

Scheme 6. Possible Water-Mediated Proton Transfer during the Structural Transformation from ERb to INT1b via Transition
State TS1b Examined in This Study

Scheme 7. Possible Water-Mediated Proton Transfer during the Structural Transformation from INT2b to INT3b via Transition
State TS3b Examined in This Study

Scheme 8. Possible Water-Mediated Proton Transfer during the Structural Transformation from INT4b to EPb via Transition
State TS5b Examined in This Study

Figure 5. Optimized geometries of ERb and TS1b. The geometries
were optimized at QM/MM(B3LYP/6-31G*:AMBER) level. The
color scheme is the same as that of Figure 2.
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Ow, Hw−O1, and Oγ−C1 distances in the optimized TS6b

geometry are 1.79, 1.06, 1.04, 1.43, and 3.05 Å, respectively.
Free Energy Profiles. As described above, the QM/MM

reaction-coordinate calculations at the B3LYP/6-31G*:AMBER
level have revealed that there are five reaction steps in the
fundamental reaction pathway of proteasome with EPX.
Further, to determine the free energy profile of the reaction
pathway, we performed QM/MM single-point energy calcu-
lations at the B3LYP/6-31++G**:AMBER level for each QM/
MM optimized geometry along the minimum-energy path. For
each geometry along the reaction path, the ESP charges
determined in the QM part of the QM/MM single-point
energy calculation were used in the subsequent FEP
simulations to estimate the free energy changes. Depicted in
Figures 8 and 9 are the free energy profiles for the main

Figure 6. Optimized geometries of INT2b, TS3b, and INT3b. The
geometries were optimized at QM/MM(B3LYP/6-31G*:AMBER)
level. The color scheme is the same as that of Figure 2.

Figure 7. Optimized geometry of transition state TS6b for the direct
transformation from ERb to INT3b The geometry was optimized at
QM/MM(B3LYP/6-31G*:AMBER) level. The color scheme is the
same as that of Figure 2.

Figure 8. Free energy profile determined by the QM/MM-FE
calculations for the most favorable inhibition reaction pathway
associated with the direct proton transfer. There were 113 points
(structures) along the reaction coordinate used in the FEP
calculations. The relative free energies were determined first without
zero-point and thermal corrections, and then corrected with the zero-
point and thermal corrections for the QM subsystem (values in
parentheses). The QM/MM-FE calculations were performed at the
B3LYP/6-31++G**:AMBER level for each QM/MM optimized
geometry along the reaction path.

Figure 9. Free energy profile determined by the QM/MM-FE
calculations for the (A) first and (B) third steps of the reaction
pathway associated with the water-assisted proton transfer. There were
36 structures in (A) and 18 structures in (B) along the reaction
coordinate used in the FEP calculations. The relative free energies
were determined first without the zero-point and thermal corrections,
and then corrected with the zero-point and thermal corrections for the
QM subsystem (values in parentheses). The QM/MM-FE calculations
were performed at the B3LYP/6-31++G**:AMBER level for each
QM/MM optimized geometry along the reaction path.
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reaction pathways, associated with the direct and water-
mediated proton-transfer processes, that are determined by
the QM/MM-FE calculations first without the zero-point and
thermal corrections for the QM subsystem, and then with the
zero-point and thermal corrections for the QM subsystem
(values given in parentheses). The curves of the calculated free
energy profiles for the other two possible pathways via
transition state TS6a or TS6b are provided as SI (Figures S1
and S2).
As shown in Figure 8, without the zero-point and thermal

corrections for the QM subsystem, the free energy barriers
calculated for the first to fifth reaction steps for the fundamental
reaction pathway associated with the direct proton transfer are
12.3, 8.0, 0.0, 25.4, and 0.6 kcal/mol, respectively. It should be
noted that the third reaction step is barrierless according to the
finally obtained free energy profile based on the FEP
corrections, although the QM/MM energy of TS3a is ∼0.8
kcal/mol higher than that of INT2a on the QM/MM potential
energy surface (without the zero-point and thermal correc-
tions). With the zero-point and thermal corrections for the QM
subsystem, the free energy barriers calculated for the first,
second, fourth, and fifth reaction steps for the fundamental
reaction pathway associated with the direct proton transfer
become 9.9, 9.0, 23.6, and 1.2 kcal/mol, respectively. Notably,
the free energy change from INT2a to TS3a is a negative value
(−1.7 kcal/mol) after the zero-point and thermal corrections
are accounted for. The free energy profile suggests that the
zwitterionic intermediate INT2a is very unstable and does not
really exist. Another zwitterionic intermediate INT4a is also
very unstable, as the free energy barrier calculated for the fifth
step (associated with TS5a) is as low as 1.2 kcal/mol. The
overall free energy profile shown in Figure 8 indicates that the
rate-determining step should be the fourth step (associated
with transition state TS4a) for the fundamental reaction
pathway associated with the direct proton transfer, and water
cannot assist the rate-determining step. It is remarkably to note
that the free energy barrier of 9.9 kcal/mol calculated for the
first step (associated with TS1a) of the direct proton-transfer
pathway is much lower than that for the rate-determining step
(the fourth step associated with TS4a). Thus, the Thr1-NzH2
group can readily activate Thr1-Oγ directly. Further, according
to the free energy profile depicted in Figure 8, the reaction
product EPa has a free energy lower than TS4a by 39.9 kcal/
mol, indicating that the reverse reaction process (from EPa to
INT4a) should be extremely slow (with a free energy barrier of
39.9 kcal/mol), and thus, the SN2 nucleophilic attack of Thr1-
Nz on the epoxide should be irreversible at room temperature,
which is qualitatively consistent with the experimental
observation.12

Depicted in Figure 9 are the free energy profiles calculated
for the first and third steps of the reaction pathway associated
with the water-assisted proton transfer. The difference between
the direct proton-transfer and water-assisted proton-transfer
pathways exists only in the first and third steps. As seen in
Figure 9, without the zero-point and thermal corrections, the
free energy barriers calculated for the first and third steps of the
water-assisted proton-transfer pathway are 9.9 and 1.0 kcal/
mol, respectively. With the zero-point and thermal corrections,
the free energy barrier calculated for the first reaction step
(associated with TS1b) becomes 9.3 kcal/mol, about 0.6 kcal/
mol lower than that (9.9 kcal/mol) calculated for the first
reaction step (associated with TS1a) of the direct proton-
transfer reaction pathway. On the other hand, the aforemen-

tioned MD simulations have demonstrated that ∼94.6%
snapshots may be considered as ERa and ∼5.4% snapshots
may be considered as ERb, suggesting that the Gibbs free
energy of ERb is about ∼1.7 kcal/mol higher than that of ERa,
i.e. ΔΔG = ΔG(ERb) − ΔG(ERa) = ∼1.7 kcal/mol, according
to the well-known Boltzmann distribution. Accounting for the
free energy difference between ERa and ERb, the actual free
energy barrier associated with TS1b should be ∼(1.7 + 9.3) =
∼11.0 kcal/mol, which is ∼1.1 kcal/mol higher than that
associated with TS1a. Overall, the reaction pathway of the direct
proton transfer is more favorable compared to that of the
water-assisted proton transfer. It should be pointed out that the
calculated free-energy barrier difference of 1.1 kcal/mol is
insignificant in consideration of the possible computational
error. Thus, we cannot completely exclude the possibility of the
contribution from the water-assisted proton transfer based on
these computational data. Nevertheless, the computational data
clearly reveal that the direct proton transfer pathway is at least
as important as the water-assisted proton transfer pathway.
Concerning the third step of the reaction, with the zero-point

and thermal corrections for the QM subsystem, the calculated
free energy change from INT2b to TS3b is a negative value
(−1.6 kcal/mol) and, therefore, the third reaction step
(associated with TS3b) is actually barrierless after the zero-
point and thermal corrections are accounted for. The free
energy profile suggests that the zwitterionic intermediate INT2b

is very unstable and cannot really exist, similar to the
aforementioned situation of the direct proton-transfer pathway.
In addition, the free energy barriers calculated for the other

alternative reaction pathways associated with TS6a and TS6b are
44.4 and 29.8 kcal/mol, respectively, as depicted in Figures S1
and S2 of the SI. These free energy barriers are all significantly
higher than that for the reaction pathway associated with the
direct proton transfer. All of the energetic results suggest that
the most favorable reaction pathway should be associated with
the direct proton transfer as depicted in Scheme 3.
On the basis of the free energy profile depicted in Figure 8

for the most favorable reaction pathway, the free energy barrier
for the entire reaction process is determined by that (23.6 kcal/
mol) for the fourth reaction step (the rate-determining step)
associated with transition state TS4a. We wanted to know
whether the calculated free energy barrier of 23.6 kcal/mol is
reasonably consistent with the available experimental reaction
rate constant (kobs). According to the reported experimental
data,54 kobs/[I] = 44,510 ± 7,000 M−1 s−1 when [I] = 25−75
nM) in which [I] represents the concentration of inhibitor EPX
(For the details, see U.S. Patent 7,642,369). Thus, kobs = 0.9−
3.9 × 10−3 s−1, which is associated with an activation free
energy of ∼21−22 kcal/mol at room temperature (25 °C)
according to the conventional transition state theory.90 Our
calculated free energy barrier of 23.6 kcal/mol is reasonably
close to the experimentally derived activation free energy of
∼21−22 kcal/mol, suggesting that the computational results
are reasonable.
In recent years, more and more reports have indicated that

the B3LYP functional might be unable to accurately describe
the medium-range correlation, nonbonding, and long-range
interactions, and therefore, some newer functionals have been
developed.67,68 In order to examine the reliability of B3LYP
results discussed above, we also carried out additional single-
point QM/MM calculations in which the B3LYP was replaced
by the MP2, B3P86, B3PW91, or M05-2X with the same basis
set (6-31++G**). The calculated free energy barriers are
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provided as the SI (Table S1) showing that the QM/MM
energy calculations using different QM methods/functionals
led to the similar results. All of the energetic data consistently
suggest that the most favorable reaction pathway should be the
direct proton transfer depicted in Scheme 3 and that the fourth
reaction step associated with transition state TS4a is rate-
determining.

■ CONCLUSION
The first-principles QM/MM-FE calculations carried out in this
study have demonstrated the detailed mechanism for the
inhibition reaction of proteasome with peptide EPX. Based on
the results from the QM/MM calculations, the most favorable
reaction pathway is associated with the direct proton transfer,
rather than the water-assisted proton transfer, and consists of
five reaction steps. The reaction is initiated by a direct proton
(Hγ) transfer from the Thr1-Oγ atom to the Thr1-Nz atom to
activate the Thr1-Oγ. Subsequently, the negatively charged
Thr1-Oγ atom initiates the nucleophilic attack on the carbonyl
carbon of EPX. Then, the proton (Hγ) transfers from the Thr1-
Nz atom to the carbonyl oxygen of EPX. The fourth step is also
a concerted process, i.e. the nucleophilic attack on the EPX-C2

atom by the Thr1-Nz, which is coupled with the breaking of the
C2−O2 bond in EPX (SN2 nucleophilic substitution). The final
step is a proton (Hz) transfer from the Thr1-Nz to the
negatively charged O2 atom of EPX.
The calculated free energy profile of the most favorable

reaction pathway associated with the direct proton transfer
indicates that the free energy barriers for the first, second,
fourth, and fifth reaction steps are 9.9, 9.0, 23.6, and 1.2 kcal/
mol, respectively. The third step of the reaction associated with
the direct proton transfer is barrierless. The fourth step
associated with transition state TS4a has the highest free energy
barrier and should be the rate-determining step of the
inhibition reaction process, and water cannot assist the rate-
determining step. The calculated free energy barrier of 23.6
kcal/mol for the rate-determining step is reasonably close to
the experimentally derived activation free energy of ∼21−22
kcal/mol, suggesting that the calculated results are reasonable.
In addition, the novel, general mechanistic insights obtained

in this study should also be valuable for studying/examining
possible reaction pathways for other enzyme reactions involving
such mechanistic questions as the water-assisted proton transfer
versus direct proton transfer and the concerted reaction process
versus stepwise reaction process, etc.
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